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This paper explores opportunities to utilize Large Language Models (LLMs) to make network configuration human-friendly, simplifying the configuration of network devices & development of routing algorithms and minimizing errors. We design a set of benchmarks (NetConfEval) to examine the effectiveness of different models in facilitating and automating network configuration. More specifically, we focus on the scenarios where LLMs translate high-level policies, requirements, and descriptions (i.e., specified in natural language) into low-level network configurations & Python code. NetConfEval considers four tasks that could potentially facilitate network configuration, such as (i) generating high-level requirements into a formal specification format, (ii) generating API/function calls from high-level requirements, (iii) developing routing algorithms based on high-level descriptions, and (iv) generating low-level configuration for existing and new protocols based on input documentation. Learning from the results of our study, we propose a set of principles to design LLM-based systems to configure networks. Finally, we present two GPT-4-based prototypes to (i) automatically configure P4-enabled devices from a set of high-level requirements and (ii) integrate LLMs into existing network synthesizers.
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1 INTRODUCTION

Networks are the backbone of today’s communication infrastructure, powering everything from simple online interactions to mission-critical services. Network operators wield significant control over the flow of data in a network, guiding it from one device to the next by carefully specifying a set of per-device configurations within the network infrastructure. These configurations – which can affect devices & services ranging from switches/routers, servers, network interfaces, network
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functions, and even GPU clusters (used for training or inference of online services) – must be carefully configured to ensure the reliable transmission of information.

In the last decade, academia and industry adopted Software-Defined Networking (SDN) to simplify the configuration of networks compared to the previous traditional (monolithic) paradigm. Despite the benefits brought by SDN, network configuration entails frequent human intervention [15]. Manual configuration is, however, costly and difficult, e.g., it requires expert developers who are familiar with large & complex software documentation and API interfaces, as well as knowledge about libraries, protocols, and their potential vulnerabilities.

Many efforts have attempted to simplify the process of compiling a high-level policy specified by a network operator into a set of per-device network configurations [8, 15, 16, 25, 40, 46] and to minimize errors by generating configurations with provable guarantees via verification [1, 6, 7, 17, 20, 28, 38]. Nevertheless, network configuration remains an arduous, complex, and expensive task for network operators. Moreover, the abstraction and composition of networks force these configuration tools to employ a self-defined specification or language for succinctly describing network requirements. For instance, SyNet [15] introduced a stratified Datalog query language to express routing protocols and network requirements. These approaches impose another challenge on network operators because they must acquire proficiency in a new domain-specific language that may not be widely used and could potentially have flaws.

Large Language Models (LLMs) open up new opportunities. Generative AI and LLMs (e.g., OpenAI’s GPT [12, 34], Google’s PaLM [5, 14], and Meta’s Llama [47, 48]) have recently shown great potential to generate coherent and contextually relevant content, answer questions, and even engage in meaningful conversations with users; all of these capabilities offer immense potential for applications in various industries. For instance, GitHub Copilot, Meta CodeLlama [41], and Amazon CodeWhisperer offer services using LLMs to perform coding tasks.

In this paper, we explore a scientific question of whether LLMs can be used to facilitate network configuration. LLMs enable new possibilities in quickly acquiring vast knowledge (e.g., they can potentially learn IETF specification documents of protocols standards as well as best practices), which goes beyond the capabilities of humans and goes beyond traditional network configuration tools. We discuss various opportunities to simplify and potentially automate the configuration of network devices based on human language prompts/inputs.

A few recent works have highlighted the potential benefits of using Natural Language Processing (NLP) and LLMs to address networking problems (e.g., configuration synthesis, verification, and translation). In particular, they have focused on (i) proposing a verified programming method for LLMs [30], (ii) using LLMs to analyze networking documents [43], and (iii) analyzing network topologies & communication graphs using LLMs [29]. These works, however, do not present sufficient quantitative evaluation for various LLMs and also fail to provide meaningful insights to the community regarding the use of LLMs for configuring networks; see §2 for details.

Leveraging LLMs for network configuration is challenging. While LLMs hold great potential for simplifying network management, there are a number of critical challenges that may hinder their widespread deployment. First, LLMs are notoriously unreliable, producing outputs that may be completely incorrect. Second, reducing inaccuracies produced by LLMs highly depends on the way the user prompts the LLM, a concept known as "prompt engineering" in the community. Third, operating or using LLMs is expensive. Training an LLM such as GPT-4 may cost millions of dollars [52]. Even the cost associated with using the available APIs offered by existing companies is non-negligible. In this work, we further observe that drawing conclusions based on statistically significant experiments may easily become overly expensive.
Evaluating LLMs to simplify network configuration. We systematically study emerging LLMs to facilitate the configuration of network devices and the development of routing algorithms from high-level requirements & descriptions specified in natural language. To do so, we design a set of benchmarks (NetConfEval) to evaluate the capability of existing LLMs for network configuration purposes. Having such a benchmark is crucial for tracking the fast-paced evolution of LLMs and their applicability for networking use cases, as done for other tasks (e.g., HumanEval [13] for code generation, CausalBench [55] for causal reasoning, and ReasonEval [54] for mathematical reasoning). Within the scope of this work, we currently focus on the following tasks, which are commonly related to network configuration:

1. Generating high-level requirements into a formal specification format;
2. Translating high-level requirements into API/function calls, which is particularly interesting for SDN and automation protocols in modern network equipment;
3. Writing code to implement routing algorithms based on high-level descriptions;
4. Generating low-level configuration for existing/new protocols based on input documentation.

We note that while we focus on the above four tasks, we envision that NetConfEval will be expanded with additional use cases shared from the industrial and academic communities.

Our main findings show that some LLMs are mature enough to automate simple interactions between users and network configuration systems. More specifically, GPT-4 exhibits extremely high levels of accuracy in translating human-language intents into formal specifications that can be fed into existing network configuration systems. Smaller models also exhibit good levels of accuracy, however only when these are fine-tuned on the specific tasks that need to be solved, thus requiring expertise in the specific tools and protocols that one expects to use. GPT-4 also exhibits acceptable capabilities in generating basic routing algorithms for computing paths in a network.

Learning from our study, we propose a set of principles for building LLM-based systems to facilitate the configuration of the network. Finally, we present two functional GPT-4-based prototypes capable of (i) generating fully working P4 configurations (without fine-tuning) to enforce a class of path policies expressed as natural language requirements, and (ii) integrating with existing network synthesizers to provide a user-friendly interface. Although we only target switch/router configuration, the same principle could be applied to other network configurations (see §4) and tasks. For instance, LLMs can potentially simplify the cumbersome task of managing Kubernetes-based clusters, as these get larger and more distributed, or troubleshooting networks.

Lessons learned. Running experiments is expensive and it is easy to spend up to thousands of dollars even on a single use case evaluation. We envision that these costs will become even more prohibitive for academia to afford as model sizes and their handled context have increased by a factor of 10× in the last year [35]. We also observed that finding the correct prompts is challenging and it highly affects the results. We confirm that techniques based on "step refinement" [44] are more effective also in tasks such as routing-based code generation. We observed that small models were ill-suited for code generation tasks, even those that were specifically fine-tuned on Python coding. We believe that fine-tuning models on network-related problems will not be sufficient as network operators often need to write new functionalities that cannot easily be envisioned when fine-tuning the model (e.g., writing code based on new ideas from scientific papers, RFCs, etc.).

Contributions. In this paper, we:

- Design a set of benchmarks (called NetConfEval) to evaluate LLMs for networking use cases;
- [...]

---

1As an example, reading the entire FRRouting documentation using GPT-4-Turbo costs roughly $1 per run. As at least 100 runs are needed to obtain statistically significant results, the cost for already jumps to $100. Comparing 10 different prompts requires $1000.
2The code, prompts, and data are available on GitHub [49] and HuggingFace [50].
Formulate a set of principles based on our benchmarking experiments to facilitate building LLM-based systems for configuration & development of networks.

Finally, present two prototypes for real-world networking systems to demonstrate the feasibility of LLMs to configure networks; GPT-4-Turbo can generate P4 configurations based on high-level requirements in natural language; and can be integrated into existing network synthesizers.

2 EXISTING WORKS ON AI & LLMS FOR NETWORK CONFIGURATION

Using AI for networking has already been explored by previous works. Beurer-Kellner et al., [10] proposed a Neural-Algorithmic-Reasoning-based synthesizer to generate fast and scalable network configurations. Ben-Houdi et al., [24] presented potential use cases for taking advantage of NLP techniques in networking. Additionally, Nile [26] introduced an intent-based networking scheme where NLP is applied in translation to a simple and limited set of requirements expressed in basic natural language. However, with the advancement of LLMs, traditional NLP models seem to be less efficient for processing large context or handling complex tasks. LLMs have captivated researchers’ interest in exploring their potential in the networking area. Recently, Nail [4] revealed the challenges of using LLMs in network configuration tasks, emphasizing the necessity for consistent human supervision. Moreover, it also suggested that user experience can be improved by integrating their system with emerging chatbots. Such integration would enable users to interact with the system to configure P4 programmable switches and also facilitate the detection of potential conflicts. A holistic framework integrating LLMs in network incident management is proposed in [21]. To apply the framework into practice, authors analyze the fundamental requirements to be considered, based on discussions with network operators. In [30], authors introduce a Verified Prompt Programming method aimed at eliminating the need for human supervision throughout the process. The method combines GPT-4 with verifiers that automatically correct errors and provide automatic consistent feedback to the LLMs until a correct answer is generated. The authors prove the method by showing GPT-4’s capabilities in translating router configurations between two different vendors’ syntaxes, and to implement a BGP no-transit policy on multiple routers. Nevertheless, they do not provide a quantitative analysis of GPT-4’s effectiveness in accomplishing the task. In [29], authors explore LLMs’ potential in generating high-quality code for graph manipulation in network traffic analysis and network lifecycle management. However, the paper only focuses on the graph analysis and manipulation tasks. Network management covers many more tasks such as intent translation, traffic engineering, and configuration generation, which are discussed thoroughly in our paper. PROSPER [43] utilizes LLMs to extract specifications and understand network protocols from their corresponding RFCs. Our paper takes a step further, focusing instead on creating protocol-specific configurations using newly acquired knowledge. Besides academic research, there is a growing trend in the industry to integrate LLMs into their products, mainly to streamline network troubleshooting and root cause analysis tasks [32, 53]. Yet, these proposals have not adopted LLMs for the automatic configuration of networks, which is one of the goals of this paper.3

3 CAN LLMS FACILITATE NETWORK CONFIGURATION?

This section presents and evaluates the opportunities that LLMs offer in automating network configuration. We mainly focus on four different use cases: (i) translation of high-level requirements (expressed in natural language) into formal, structured, machine-readable specifications; (ii) translation of high-level requirements into function/API calls; (iii) development of code to implement routing algorithms; and (iv) generation of detailed, device-compatible configurations for various routing protocols. More specifically, we have developed NetConfEval, the first

An earlier version of our work briefly discussed these aspects [51].
model-agnostic network configuration benchmark for LLMs. NetConfEval holds the promise of establishing a new standard benchmarking for assessing both current/future LLMs relevant for network configuration. We have developed NetConfEval using LangChain [22], a framework for building LLM-based applications, to facilitate extending our benchmark with newer tasks and supporting newer models.

### 3.1 Translating High-Level Requirements to a Formal Specification

In this part, we discuss LLMs’ ability to translate network operators’ requirements into a formal specification. To make use of most state-of-the-art network configuration tools (e.g., [15, 16]), network operators should input their network requirements in a pre-defined specification or language, which requires learning the desired format for various tools. However, LLMs could help reduce this burden by allowing network operators to interact in natural language, and then convert such input into a valid specification for different configuration tools. In this regard, we propose a detailed prototype of how LLMs could be integrated with existing configuration tools in §4.2.

For instance, the input information can be converted into a simple data structure to specify the reachability, waypoints, and load-balancing policies in a network; these are key requirements heavily used by the state-of-the-art [3, 9, 11, 15, 45]. Depending on the complexity of the network requirements & policies, a network operator may directly add/remove new entries in the formal specification format (e.g., to consider link preferences and/or resilience to more efficiently configure the network). Listing 1 shows a sample input and its corresponding formal specification.

### Listing 1. An example data structure (right) representing a formal specification for a sample input (left).

Reachability refers to the ability of traffic originating from a switch to reach a destination host. Waypoint forces the traffic from a switch towards a host to traverse a predefined sequence of intermediate switches. Load-Balancing forces the traffic from a host towards another host to traverse multiple paths.

```plaintext
Network components:
- 4 switches: s1, s2, s3, s4
- 2 end-hosts: h1, h2

Requirements:
- All the switches can reach all the destination hosts.
- Traffic from s1 to h1 should travel across s2.
- The traffic from h1 to h2 is load balanced on 3 paths.
```

```json
{
  "reachability": {
    "s1": ["h1", "h2"],
    "s2": ["h1", "h2"],
    "s3": ["h1", "h2"],
    "s4": ["h1", "h2"],
  },
  "waypoint": {
    ["s1", "h1"]: ["s2"],
  },
  "loadbalancing": {
    ["h1", "h2"]: 3,
  }
}
```

### Experiments

To understand whether existing LLMs are sufficient for our purpose, we devised an experiment as follows: we (i) generated 3200 network requirements focusing on reachability, waypoint, and load-balancing, using Config2Spec [11] on a topology composed of 33 routers; (ii) randomly picked a certain number of requirements and sliced them with various batch sizes⁴; (iii) for each batch, we converted them into the expected formal specification format using a Python script; (iv) transformed them to natural language based on predefined templates; (v) asked an LLM to translate these requirements from natural language to the formal specification; and (vi) evaluated the efficiency of different LLMs by comparing the translated version of formal

---

⁴We initialized the random function with a specific seed to ensure consistent results across various models.
specification with the expected one. We did the evaluations on different combinations of policies (i.e., reachability, reachability + waypoint, and reachability + waypoint + load-balancing). The batch size definition varies with the number of policies, i.e., a batch size of 2 in the reachability + waypoint scenario indicates that the batch contains a reachability and a waypoint specification. In our analysis, we use various OpenAI (i.e., GPT-3.5-Turbo, GPT-4, and GPT-4-Turbo) and Meta CodeLlama (i.e., 7B-instruct and 13B-instruct) models. Additionally, we fine-tune GPT-3.5-Turbo\(^5\) and CodeLlama-7B-Instruct models using the OpenAI dashboard and QLoRA, respectively. To do so, we created a dataset similar to the one used for the evaluation but with slightly different templates and then fine-tuned the models for 3 epochs. Figure 1 shows the results of our analysis. GPT-4 performs similarly to GPT-4-Turbo; we do not show the results for better visibility in the figures.

**Takeaways.** The results of our analysis demonstrate that:

- **Selecting the appropriate batch size is key for cost-effective & accurate translations.** Since each inference request should contain preliminary instructions within the prompts\(^6\), batching the translations could reduce the per-translation cost (both in terms of money and time). However, our results show that the accuracy of translations is worsened with larger batch sizes (especially for non-GPT-4 models). Therefore, it is important to carefully select a suitable batch size for each model to ensure the right trade-off between accuracy and cost (i.e., ensuring cost-effectiveness and guaranteeing correctness). For instance, translating 20 requirements in one batch with GPT-4-Turbo is around 10\(\times\) cheaper than translating 20 requirements one by one, while still achieving 100\% accuracy (see Figure 1a and 1d).

- **Context window matters.** Our results show that the translation accuracy decreases as we increase the batch size. We speculate that this reduction in accuracy may be related to reaching the context length (i.e., 4096 maximum input/output tokens for all models except GPT-4-Turbo supports 128k input tokens). More specifically, in most of the experiments, we noticed that the generated LLMs outputs are always truncated when the batch size gets closer to 100.

- **Fine-tuning improves accuracy.** Fine-tuning LLMs for a specific purpose could optimize their accuracy. For example, while GPT-3.5-Turbo apparently performs worse than GPT-4-Turbo, Figures 1a, 1b, and 1c show that a fine-tuned version of GPT-3.5-Turbo achieves similar accuracy to GPT-4-Turbo, but with a higher cost since OpenAI sets a higher per-token price for fine-tuned models. Figures 1g, 1h, and 1i show a similar takeaway for CodeLlama models, where fine-tuning CodeLlama-7B-Instruct model using QLoRA can achieve better accuracy than the original model & sometimes better than 13B-Instruct model.

- **GPT-4 beats the majority of existing models in our experiments.** Our results show that GPT models generally can achieve higher accuracy than their open-source counterparts (e.g., CodeLlama). We also experiment with other open-source models (e.g., Mistral-7B-Instruct and Llama-2-Chat) & Google Bard\(^7\), and they generated less accurate translations.

3.1.1 **Conflicts/Ambiguity.** The ambiguity of human language and unfamiliarity with specific classes of problems may result in misinterpretations. Moreover, when multiple entities (e.g., customers, managers, or operators) specify their requirements individually, their combination may contain contradictory requirements. Even when a single network operator is involved, contradictory network requirements can still occur, especially when the number of requirements is large. These conflicts can result in severe configuration failures before operators discover them. Previous network

---

\(^5\)At the time of writing, it is not possible to fine-tune GPT-4 using OpenAI APIs.

\(^6\)Prompts are conversation-wide instructions to the LLMs.

\(^7\)We used the chat interface since we did not have access to the official API. We did not include these results, since we were not able to automate the process and repeat the experiments to increase statistical relevance.
Fig. 1. It is important to find the appropriate batch size when translating high-level requirements into a formal specification format. GPT-4-Turbo achieve higher accuracy than GPT-3.5-Turbo and CodeLlama. We run CodeLlama on the Leonardo supercomputer equipped with NVIDIA custom Ampere GPU 64 GB.

Synthesizers have often overlooked this aspect, and they are typically paired with formal tools capable of detecting conflicts.

**Simple conflicts.** A common case for a simple conflict is when two requirements explicitly include contradictory information. For instance, a requirement specifies $s_1$ to reach $h_2$ while another requirement prevents $s_1$ from reaching $h_2$. To evaluate LLMs’ performance in conflict detection, we design a set of experiments based on the ones described in §3.1. We randomly selected one requirement from each batch, generated a conflicting requirement (e.g., the conflicting requirement of “$h_1$ can reach $h_2$” is “$h_1$ cannot reach $h_2$”), and inserted them back into the batch. We evaluate the effectiveness of LLMs in detecting simple conflicts in two scenarios. First, we consider conflict detection as a separate step and explicitly ask an LLM to search for a conflict and report it. Second, we ask the LLM to perform conflict detection during the translation of requirements into a formal specification format. We refer to the latter scenario as “Combined”. Figures 2a and 2b show the results of various GPT models when performing conflict detection. These results show that GPT-4 and GPT-4-Turbo reach almost 100% recall\(^5\) for different numbers of input requirements. These results suggest that such models are always capable of detecting conflicts when a batch contains a conflicting requirement (i.e., they do not report a false negative). Figure 2c demonstrates that conflict detection is much more accurate when done in isolation. As opposed to GPT-4 models, our results demonstrate a poor recall and F1-Score for GPT-3.5-Turbo model.

---

\(^5\)The recall metric reports the ratio of true positives (i.e., true positives divided by the true positives and false negatives).
In order to determine whether this performance degradation is related to the smaller context window size of GPT-3.5-Turbo, we designed a new experiment to measure the impact of the position of a conflicting requirement in a batch (i.e., to understand whether adding a conflicting requirement at the beginning, middle, or at the end could affect the accuracy of conflict detection). More specifically, we select a few batches with 33 requirements. For each requirement in the batch, we iterated through all the possible positions (indices), where we could insert a conflicting requirement. Figure 3 shows the number of conflicts detected out of 10 runs. One can observe that GPT-3.5-Turbo may be better at detecting conflicting requirements at the end of the batch (see the relatively darker squares at the hypotenuse of the heatmap). Finally, we compare the performance of GPT-4 when performing conflict detection separately and combined with translation (see Figure 2c).

Complex conflicts. Identifying complex conflicts between requirements can be more challenging; hence, without fine-tuning, LLMs may struggle to directly detect these contradictions. For instance, an example of such complex conflicts is when a requirement specifies $s_1$ to reach $h_2$ through $s_2$ while another requirement prevents $s_2$ from reaching $h_2$. We observed that most of the time GPT-4 translates these types of conflicts into Reachability and Waypoint specifications without reporting any conflicts, which is not desirable. Moreover, another type of complex conflict may occur when a large number of requirements is segmented into small batches to enhance accuracy (see § 3.1), which could introduce inter-batch conflicts. To address this issue, we propose conducting intra-batch conflict detection before translating the requirements. If no conflict is identified within the batch, the translation results can be merged into the formal specification. Once the translation is completed, it is possible to use Satisfiability Modulo Theories (SMT) solvers to ensure there exists a solution for a given formal specification. In case of detecting any contradictions, an LLM can interpret them and provide feedback to network operators, which remains as our future work.

Takeaways. The results of our analysis demonstrate that:

- **Breaking tasks helps.** Comparing the accuracy of conflict detection when (i) performed as a separate task and (ii) when performed during translation, we observe that separating the conflict detection & translation results in better accuracy (i.e., higher F1-Score). This finding motivates the necessity of splitting complex tasks into multiple simpler steps and solving them separately.

- **Simple conflicts can be detected.** GPT-4 and GPT-4-Turbo models are capable of successfully detecting all those simple conflicting requirements that we presented to them.
Detected conflicts could be false positives. GPT-4 and GPT-4-Turbo sometimes report false positives (i.e., they detect a conflict when there is none). A concrete false positive example is “For traffic from Rotterdam to 100.0.4.0/24, it is required to pass through Basel, but also to be load-balanced across 3 paths which might not include Basel”. LLMs tend to overinterpret the conflict by, e.g., considering load-balance conflicting with waypoints. It is, however, possible to minimize false positives by providing examples for possible conflicts in the input prompts.

3.2 Translating High-Level Requirements to Functions/API Calls

This subsection discusses the ability of LLMs to translate natural language requirements into corresponding function/API calls, which is a common task in network configuration since many networks employ SDN, where a software controller can manage the underlying network via direct API calls (e.g., installing some configurations into a router). SDN is not the only application, as many modern network devices implement network automation protocols such as NETCONF, RESTCONF, gRPC, or Ansible [23]. A practical LLM-based system should be able to select the appropriate function/API call among multiple functions. Unfortunately, at the time of writing, GPT-4-Turbo is the only model that natively supports multiple function calls together in a batch (namely, Parallel Function Calling [33]). Therefore, we start with evaluating the performance of GPT-4-Turbo for this specific use case. To do so, we consider a library that supports three policies: (i) add_reachability(switch, host), (ii) add_waypoint(switch, host, [waypoints]), and (iii) add_loadbalancing(switch, host). We ask the LLM to select the appropriate function for a given input requirement. We use a similar procedure as §3.1, except asking the LLM to translate the input requirement into function calls rather than a formal specification format. Figure 4 shows the result of GPT-4-Turbo; the different number of policies specifies the policy types in the batch and corresponding prompts (i.e., 1 only contains reachability requirement; 2 contains reachability & waypoint requirements; and 3 contains all three types).

Fig. 4. GPT-4-Turbo can successfully select the appropriate function when translating high-level requirements. Using more functions increases the cost.

As previously mentioned, the other LLMs do not natively support Parallel Function Calling. To ensure a fair comparison, we devised a specific prompt that mimics the behavior of the native method. In particular, we provide the LLM with the signature of the function, along with a brief textual explanation of the function behavior and its parameters. We then ask the LLM to convert human input to the corresponding function calls. After the translation, we extract the functions & parameters’ values from the result and we enable individual function execution. This approach allows us to conduct the same type of experiment as with native function calling. Figure 5 shows the result of the tests conducted using GPT-4-Turbo, GPT-3.5-Turbo, and CodeLlama-7B-Instruct. GPT-4-Turbo and GPT-3.5-Turbo achieve almost 100% accuracy, even with larger batch sizes, outperforming the native function calling supported by OpenAI. CodeLlama exhibits good levels of accuracy even with large batches, which are surprisingly good for a small model.
Fig. 5. With ad-hoc function calling, GPT-3.5-Turbo outperforms the native GPT-4-Turbo function calling.

**Takeaways.** The results of our analysis demonstrate that:

- **Calling the appropriate function/API is feasible.** The use of either native or ad-hoc function calling allows GPT-4-Turbo to successfully select the correct function with almost 100% accuracy, especially when the batch size is 5, 10, and 20. Even small models like CodeLlama demonstrate a good level of accuracy using ad-hoc function calling.

- **Native function calling has shortcomings.** With larger batch sizes, the performance decreases due to the limit of GPT-4-Turbo’s output context window. We witnessed the output was truncated. Moreover, GPT-4-Turbo may also occasionally fail to translate the specifications into the correct function calls with the smallest batch sizes (i.e., 2 and 3). In this situation, the LLM fails to recognize that two distinct specifications (e.g., reachability + waypoint) should be converted into two different function calls (e.g., add_reachability and add_waypoint). Instead, it merges them into a single function call. We expect that this mismatch will be solved in future updates of this OpenAI’s functionality.

- **Ad-hoc function calling performs better than native function calling.** Our ad-hoc function calling method achieves higher accuracy compared to the native function calling implemented by GPT-4-Turbo. We speculate that OpenAI pre-trained GPT-4 to identify function calls and generate responses in a JSON format. To enhance performance, it appears developers may have reduced the context window size, which subsequently hinders the LLM ability to process larger inputs (i.e., the model consistently fails with larger batch sizes). In contrast, a straightforward translation approach, such as the one used in our ad-hoc method, introduces less overhead compared to structured JSON outputs. This allows us to fully leverage LLMs’ capabilities, resulting in better performance especially when the number of function calls in each batch grows.

### 3.3 Developing Routing Algorithms

Traffic engineering is a critical yet complex problem in network management, particularly in large networks. It guarantees efficient data transmission and prevents congestion. In SDN architectures, the controller is the central component that orchestrates data flow across the network. The controller should leverage relevant routing algorithms to enforce network policies. These algorithms play a crucial role in routing, prioritization, and various other network-related aspects as specified by network operators. The design of these algorithms is indeed a complex task since it involves understanding network topologies, traffic patterns, and specific requirements set by network operators. Our preliminary experiments highlight that GPT-4-Turbo is already unable to directly calculate the routing paths, using a simple shortest path policy, within a network composed of 10 devices. Therefore, rather than interacting with LLMs to directly translate requirements into routing paths, we leverage LLMs’ capabilities in code generation, prompting them to write code for a given routing problem rather than generating routing paths. The performance of the generated
code should remain unaffected by the topology size, as long as the code is correctly generated and the requirements/functionalities remain unaltered.

**Experiment.** We only evaluate LLMs’ capability in generating Python code for routing purposes. Our experiment asks the models to create functions that compute routing paths based on specific network requirements. As in §3.1, we consider the shortest path, reachability, waypoint, and load-balancing. The desired function should accept a network topology and formal requirements as input and produce routing paths in a predefined data format. Listing 2 shows an example of the routing paths for Listing 1. While LLMs can generate code from scratch, their output is not always error-free, as already highlighted by previous work [29]. To ensure the correctness of the generated code, we implemented a verification system that checks the syntax and logical correctness of the code using pre-defined test cases. After generating the code, we verified that all the tests were successfully passed. If so, the process terminates; otherwise, the LLM re-generates the code. To study the impact of prompting LLMs for code generation, we performed the experiment by asking GPT-4-Turbo to generate the code by providing (i) only essential information (i.e., input and output formats and the code’s purpose) and (ii) detailed algorithmic instructions to guide the generation process (see an example in Appendix A). Additionally, motivated by prior work [29, 30], we wanted to analytically evaluate the impact of feedback in code correction when the LLM generates incorrect code. Our feedback is derived from Python syntax errors & the outcome of the test cases, and includes the input along with the actual and expected output. We re-prompt the model by re-explaining the task and incorporating both the previously generated code and the feedback message.

Listing 2. An example topology (left) and routing information acting as the high-level configuration (right). This data structure shows the shortest path between every pair of end hosts.

```
{
    "h1": {
        "h2": ["s4", "s2", "s1"],
    },
    "h2": {
        "h1": ["s1", "s2", "s4"],
    },
}
```

**Takeaways.** Our experiments (see Figure 6 for GPT-4-Turbo results) indicate that:

- **GPT-4 is the only model capable of successfully generating code.** As already highlighted in §3.1, GPT-4 models are the only models capable of code generation for network purposes (GPT-4 results can be found in Appendix A). For completeness, we conducted the same experiment using GPT-3.5-Turbo, Google Bard, and smaller open-source models specifically devised for the purpose (i.e., CodeLlama, Phi, Mistral-7B). None of these models were able to generate correct code (not even once in any of the tested scenarios), so we do not report the results in the paper.

- **Providing detailed instructions is helpful in generating the correct code.** Our experiments highlight that when GPT-4-Turbo is prompted only with essential information (red bar), it is able to correctly generate code (Figure 6a) but with a higher number of attempts, especially for the

---

9Previous research on GPT-4 demonstrated that the LLM has strong Python code generation abilities [37].

10The code generation task for different policies is different. For the shortest path policy, GPT-4-Turbo is prompted to generate code from scratch. For reachability, we provide a code base implementing the shortest path policy. The new code should ensure that switches along the path can reach the end host. In the case of the waypoint policy, we use a base code implementing the shortest path and reachability, and the newly generated function should ensure that the path includes defined waypoints. Lastly, for the load-balancing policy, we input the base code implementing the shortest path policy. The resulting function should select the \( k \)-top shortest paths to allow load balancing.
shortest path, reachability, and waypoint policies (Figure 6b). Conversely, by providing detailed instructions, the model is able to always generate correct code with fewer or no retries (blue bar). While this approach requires extra human input, it is feasible to train or fine-tune another LLM to automatically produce detailed algorithmic instructions.

- **Feedback upon failure helps the model to generate correct code quickly.** In complex tasks (i.e., shortest path and waypoint generation), providing proper feedback upon failure helps GPT-4-Turbo to generate correct code with fewer attempts (green and purple lines). However, for less complex tasks (i.e., reachability and load-balancing), the LLM often solves the problem in a single attempt. In these cases, simply asking the model to “regenerate” the code with no feedback instructions may resolve the issues in the previously generated code while reducing the cost due to fewer tokens. Thus, the need for feedback should be based on the level of complexity.

![Fig. 6. Providing detailed instructions and feedback improves code generation using GPT-4-Turbo.](image)

### 3.4 Generating Low-level Configurations

This section explores the problem of transforming high-level requirements into detailed, low-level configurations suitable for installation on network devices. Configuring networks is a cumbersome task, even for humans, due to the need to deal with a plethora of different networking protocols, often with vendor-specific syntaxes. We argue that LLMs can play a crucial role in this field, as they have the capability to process and comprehend extensive documentation (e.g., RFCs, frameworks documentation) more efficiently than one or multiple humans [43]. Additionally, they can proactively adapt to software updates and newly identified vulnerabilities by autonomously updating configurations without the need for human input. Network configuration is done at different levels and scales, from configuring network interfaces (e.g., specifying IP addresses) to routing paths on the Internet (e.g., setting up BGP and/or OSPF); in this work, we mainly focus on routing protocol configurations. Prior research [30] has shown that LLMs can effectively translate network configurations across different vendor syntaxes. We go a step further and explore the possibility of generating configurations from scratch for (i) established protocols (i.e., RIP, OSPF, and BGP) and (ii) emerging, undocumented protocols (i.e., RIFT [39]).

**Experiment.** To understand how capable LLMs are in performing this task, we devised the following experiment. We first handpicked four network scenarios publicly available in the Kathará network emulator repository [18]. We chose Kathará due to its ease-of-use and its widespread adoption for education. The selection encompasses the most widespread protocols and consists of two OSPF networks (one single-area network and one multi-area network), a RIP network, and a BGP network featuring a basic peering between two routers. All these scenarios leverage FRRouting [19] as the routing suite. On average, the configurations for each device in each scenario
consist of about 10 lines. We rely on this publicly accessible repository as it provides complete and accurate configurations for each network, which we can utilize later as the ground truth. For every scenario, we determined the specific configuration goals needed to successfully implement the solution. We then manually crafted prompts that detail the steps to achieve these goals. We asked the LLM (i.e., GPT-4-Turbo in this case) to translate the goals into actual FRRouting configurations. Our goal is to determine whether the existing LLM knowledge suffices for correct translation and, if not, how much improvement is achieved with updated/extended knowledge. We are also interested in understanding how providing this extra knowledge impacts the translation. To do so, we repeated the same experiment in four different settings: (i) using existing knowledge (i.e., no additional information); (ii) inputting the full FRRouting latest documentation in the prompt; (iii) interacting twice, by first inputting the table of contents of the documentation and asking for the section number of a specific protocol (e.g., section number 3.3 refers the to BGP documentation), and second, inputting the corresponding section body text; and (iv) using Retrieval Augmented Generation (RAG)\textsuperscript{11} [27] on the full FRRouting documentation. We are also interested in exploring the adaptability of LLMs in integrating new information without disrupting their existing knowledge base. This aspect is especially relevant when considering the implementation of new routing protocols or significant software updates that disruptively alter the syntax of a specific software. To achieve this, we included an additional network scenario, implementing a small Fat-Tree datacenter network, and we wrote a made-up FRRouting documentation for the RIFT protocol. This way, we aim to force the LLM to rely on this new & non-pre-existing knowledge, as the LLM would be unable to access information about the protocol from its pre-trained knowledge. For assessing the accuracy of each translation, we deploy a container equipped with FRRouting. This enables the loading of the generated configurations in the real daemon. Moreover, to make the comparison between the expected & generated configurations fairer, we use the \texttt{write terminal} command within FRRouting. This command reformats the configuration so that the lines are arranged in a consistent order, eliminating differences caused by the different positioning of configuration segments. Regarding the RIFT evaluation, due to the absence of an FRRouting implementation, we developed a manual formatter similar to the \texttt{write terminal} command, ensuring a consistent output. The formatted configurations are then compared using Python’s \texttt{difflib} library, which can return a similarity score for a pair of input documents that ranges between 0 and 1. We repeat the experiment 5 times, showing the results in Figure 7. In the figure, we report the similarity ratio between the expected & generated configurations for the successful runs (i.e., runs where no error occurred during the loading of the generated configuration; those with errors are omitted). The number of successful runs is shown with a label on top of the corresponding bar.

**Takeaways.** The results of our analysis demonstrate that:

- **Context window matters, again.** Similar to the findings in §3.1, we observe that LLMs are sensitive to the size of the context window. In fact, GPT-4-Turbo struggles to provide correct configurations when the full documentation is used as input (green bar). In this case, the volume of information to be processed is large, preventing the LLM from accurately pinpointing the relevant

\textsuperscript{11}RAG splits input documents into smaller chunks, and appends the user prompt with the appropriate chunk via embedding similarity to enable LLMs to use external knowledge.
section needed to generate the correct commands. For example, in both OSPF scenarios, GPT-4 was only able to successfully generate error-free configurations in 1 and 3 runs, respectively. On the other hand, the two-step interaction (red bar) provides correct results in all scenarios. By providing a smaller document, GPT-4-Turbo can correctly identify the appropriate commands.

- **RAG is helpful in the configuration generation.** RAG is a well-known method for enhancing the knowledge of LLMs without the need for fine-tuning or additional training. We observed that the technique is also particularly effective in performing the configuration generation task. Indeed, the performance of RAG is also affected by the selected chunk size. In Figure 7, we only report the outcomes for a chunk size of 9000 tokens, as it exhibits the best performance among all the evaluated sizes. As it is possible to notice, RAG (purple bar) matches the performance of the two-step interaction (red bar) in almost all the scenarios. The only exception is the single-area OSPF scenario, where RAG consistently fails to produce successful configurations. Examining the logs, we noticed that the retrieved chunks were not relevant for OSPF configuration generation, leading to the same accuracy as the case when no documentation was provided (blue bar).

- **GPT-4-Turbo can take advantage of new & non-pre-existing knowledge without fine-tuning.** Focusing on the RIFT scenario, we notice that the LLM is able to correctly generate the configurations, based on our made-up documentation, using the two-step interaction method. When no documentation is provided, the model outputs fabricated information including commands that are a mixture of its pre-trained knowledge. A similar reasoning applies when providing the full documentation or using RAG, where GPT-4-Turbo struggles in identifying the commands due to the large context to process.

## 4 BUILDING LLM-BASED SYSTEMS FOR CONFIGURING NETWORKS

The last section showed that existing LLMs, especially GPT-4 and GPT-4-Turbo, are capable of performing network-configuration-related tasks. More specifically, our micro-benchmarking results from §3 can be summarized into the following principles that could help network developers design LLM-based systems for network configuration:

**P1 Split complex tasks into smaller subtasks.** Our findings suggest that a complex system should allow dividing tasks into smaller subtasks for two main reasons: (i) LLMs demonstrate higher accuracy when prompted with fine-grained tasks (see §3.1.1 and §3.4); and (ii) different tasks can be performed via different LLMs, depending on their performance, cost, and features (e.g., GPT’s function calling, see §3.2). Moreover, certain problems may not be effectively solved by LLMs (see §3.1.1); therefore, it should be possible to replace LLM engines with manually developed code, external tools, or external knowledge sources.

**P2 Support task-specific verifiers.** LLMs are prone to errors and hallucinations, particularly with large inputs or complex tasks. We emphasize, along with previous works [21, 29, 30], the importance of task-specific verifiers to guarantee generating error-free outputs. As shown in §3.3, combining LLMs with test cases improves code generation by minimizing failed attempts (and thus reducing overall generation costs). We also suggest that providing feedback, in case of failure, is instrumental for building a reliable and cost-effective LLM-based system. Nevertheless, a generic system should support several approaches (e.g., formal verification) to validate the correctness of the generated output.

**P3 Keep humans still in the loop.** Although we demonstrated that it is possible to simplify certain network configuration tasks with the help of LLMs, current models are not entirely autonomous, and operators still need to carefully build prompts that take out the best performance from an LLM. §3.3 demonstrated the importance of prompting the LLMs with detailed, task-specific instructions when solving complex tasks. Therefore, we think that an LLM-based system should
support human interactions, both in the form of prompting or manual feedback, at least as an optional feature. The OCE-centric design [21] closely aligns with our idea.

Relying on P1–P3, we present two real-world prototypes using LLMs to configure networks.

4.1 Using LLMs toConfigure P4-Enabled Networks

This section presents a potential prototype of an LLM-based network configuration framework for a P4-based network. The system receives high-level policies and requirements (i.e., specified in natural language) from network operators and translates them into low-level device-specific configurations. Following our proposed principles, we use a multi-stage pipeline for performing such a translation in multiple less-complex & fine-grained steps (see Figure 8a).

In particular, we divide the translation into three steps; each may be performed by a different LLM, depending on the needs. In this prototype, we focus on general-purpose LLMs (i.e., GPT-4-Turbo), but a network operator can potentially use different (expert/specialized) LLMs for each task, i.e., pre-trained or fine-tuned for a specific domain (e.g., the fine-tuning example shown in §3.1). Besides, each LLM is paired with a verifier component that ensures the correctness of the output and provides feedback in case it detects errors/flaws (according to P2). We assume that network operators already have the machinery to deploy and/or run the generated low-level configuration on the network devices; therefore, we do not consider this step.

![Diagram of potential prototypes for using LLMs to configure networks](image)

(a) A stand-alone LLM-based system. (b) Integrating LLMs into existing synthesizers.

Fig. 8. Potential prototypes for using LLMs to configure networks, where the system translates high-level policies & requirements to low-level network configurations.

1. **Generating formal specification.** The goal of this step is to convert the network operators’ input in natural language into a machine-readable format. In our prototype, we employ the same formal specification format introduced in §3.1 as the output for this step (see Listing 1). It would be possible to include other information (e.g., notifications/emails from a network monitoring service) in other formats (e.g., the image/graph of the network topology). In this step, the verifier component checks the format and syntax of the generated output, and performs a conflict detection (see §3.1.1). Our evaluations in §3.1 have shown LLMs’ capability of performing the translation with no error, i.e., GPT-4-Turbo can achieve nearly 100% accuracy when the batch size is less than 20. Therefore, network operators could either trust the LLM’s output or check the correctness of the output manually (according to P3).

2. **Generating high-level configurations.** Before generating low-level network configurations, the system translates the formal specification into a high-level configuration, in the form of routing paths. In §3.3, we demonstrated GPT-4-Turbo’s ability to generate network-related code. For our prototype, we employed the same algorithms to compute the routing paths within a network. In this step, a verifier can be used to (i) check the syntax, compilability/runnability, and correctness of the generated output and (ii) provide feedback to the LLM to correct the output in case of semantic errors. If the generated code is correct, we save and reuse it for future requests, since this is a costly and error-prone process. For instance, if an operator changes a specific requirement (e.g., removes the connectivity between two nodes) without altering the type of requirements (e.g., introducing
traffic priorities), then we can re-use the already generated code and only provide the new formal specification as input. If an operator introduces a new type of requirement (e.g., traffic priorities), an LLM would receive a description of the new requirement, along with the previous version of the code and various task-specific test cases. This enables the LLM to adapt the previous code to meet the new requirement, rather than developing it from scratch (according to P1). Note that it is also possible to perform this step without LLM by providing a manually developed code.

3 Generating low-level configurations. As the final step, the system generates low-level network configurations, as we discussed in §3.4. Similar to Step 2, the output of this step could be a script to generate a low-level configuration based on the routing information, and the verifier component can check the syntax, compilability/runnability, and correctness of the generated output and provide feedback if necessary. For instance, one can use existing verification tools (e.g., SwitchV [2] to validate P4 control plane configurations) to ensure the correctness of the output. In the majority of the cases, the configuration, commands, and protocol specification may be known by a general-purpose LLM to generate the low-level network configuration. However, as shown in §3.4, sometimes LLMs can produce inaccurate results when no specific documentation is provided. Moreover, there are cases where networks use proprietary/undocumented devices and/or protocols, which are not included in LLMs pretrained knowledge (see the RIFT use case in §3.4). In the case of this prototype, we implement P4 switches using bmv2 [36], and the documentation for this software is already available in the existing knowledge base.

In the following examples, we demonstrate the effectiveness of our proposed prototype in configuring a P4-based network in implementing Multi-Protocol Label Switching (MPLS) routing and Equal-Cost Multi-Path (ECMP) load-balancing. We show the details of the latter example in Appendix B. In both examples, we assume that the P4 data plane program is already available12 and focus on configuring P4 table entries. However, it is potentially possible to fine-tune an LLM to generate P4 data plane programs from scratch.

4.1.1 MPLS Routing for P4-Enabled Switches. Figure 9a shows the evaluated network topology, where three end-hosts (h1-h3) communicate with each other via seven switches (i.e., s1-s7). We assume network devices are already configured with MAC and IP addresses. Next, we explain the details of each step to generate P4 table entries. Figure 9b shows the overview of our prototype.

![Network topology](image)

(a) Network topology.

![Input/Output of the system](image)

(b) Input/Output of the system.

Fig. 9. An overview of the P4 prototype. The red and blue links show the two different routing paths.

Step 1 Initially, we assume Operator 1 states two requirements: (i) full reachability and (ii) traffic engineering via waypoints. Our system uses GPT-4-Turbo to convert them into formal specifications with a format that includes reachability and waypoint, similar to Listing 1.

---

12GPT-4-Turbo is currently unable to generate entire P4 programs.
Step 2 The LLM-based system receives the output of the previous step and the network topology to generate forwarding paths. We use the same data structure presented in Listing 2 for the high-level network configuration to specify the routing information. In this example, we use a Python script developed by GPT-4-Turbo to calculate the forwarding paths from the input information. In this example, the output of the script contains six forwarding paths. The path from h1 to h2, highlighted with blue in Figure 9a, satisfies the requirement of the waypoint.

Step 3 Our system sequentially provides (i) the already-deployed P4 program in the switches, (ii) a description of the expected script (i.e., input and output data structure, the functionality of the script) to GPT-4-Turbo. To generate a successful script, this step still needs some human intervention. Then the system will run the generated script with (i) the topology, (ii) switches & hosts configurations (e.g., MAC and IP addresses), and (iii) output of the previous step (i.e., forwarding paths) to generate the P4 table entries.

In this example, our LLM-based system generates P4 table entries to configure switches for all the forwarding paths between hosts. For instance, for the blue path, the final P4 program performs the following tasks: s1 checks whether the incoming packet originates from h1; if so, it adds a MPLS header to the packet and forwards it to s2. Then, s2, s4, s6, and s7 perform MPLS forwarding based on the attached label. Finally, s7 removes the MPLS label and transmits the packet to h2. To evaluate the correctness & runnability of the generated configurations, we emulate the same network using the Kathará network emulator [42]. Our testbed uses the output configuration and automatically installs the generated table rules on the P4-enabled switches running in Kathará. To verify the correctness of our system, we manually test the requirements via ping and tcpdump; however, the verification can potentially be automated.

Introducing a new requirement. All forwarding paths, except the blue one, are selected simply based on the shortest path policy. As the second step, we assume Operator 2 introduces a new requirement to improve link utilization and distribute the load more efficiently. To support the new requirement category, the operator adds a new entry called “avoidance” to the specification format. Instead of generating everything from scratch, our system re-uses the already-existing configurations to enforce the new requirement. In particular, in Step 2, our system modifies the previously developed Python script via GPT-4-Turbo to take into account the newly introduced requirement; this step is done similarly to §3.3 by providing detailed instructions and feedback. The new script calculates new forwarding paths based on the newly-introduced requirement, which forces the traffic from h1 to h3 to go through the red path shown in Figure 9a. All other steps are performed in the same way as before.

4.2 Integrating LLMs with Existing Tools

The last subsection showed the possibility of building tailored systems from scratch using LLMs to configure networks. However, some operators may have already invested in developing proprietary tools to configure networks, which may not be included in the pre-trained knowledge of existing LLMs. While fine-tuning LLMs is possible, we explore the possibility of relying on documentation of proprietary tools to integrate LLMs into the existing network configuration pipeline.

As an example, we focus on facilitating the usage of network synthesizers that typically rely on specialized languages/specifications to define requirements and policies, imposing a learning burden on network operators. We suggest attaching an LLM to network synthesizers to provide a more intuitive, user-friendly interface, which can automatically translate high-level requirements specified in natural human language into languages/specifications used by network synthesizers.

Figure 8b shows our proposed design for such a system, where an LLM can (i) understand & learn the specialized language or specification used by the network synthesizer; and then (ii) translate the network operators’ requirements expressed in natural language, into the synthesizer’s formal
language. For instance, SyNET \cite{15} utilizes the stratified Datalog query language to articulate the behavior of routers and their protocols. Our proposed system enables network operators to simply articulate their network requirements in natural language and then rely on an LLM to do the translation, rather than becoming proficient in stratified Datalog. Later, the translated output can be provided as input to the SyNET synthesizer to generate the appropriate configurations, thereby bridging the gap between human-friendly communication and technical specifications.

In our example, \(i\) we ask GPT-4-Turbo to formulate a few network requirements in natural language, extracted from examples available in the SyNET repository \cite{31}; \(ii\) we provide to GPT-4-Turbo \(i\) the SyNET paper \cite{15} and the generated network requirements from the last step and \(ii\) ask the LLM to generate the constraints supported by SyNET (based on the provided inputs); \(iii\) we compare original constraints in the examples with the generated one.

Our experiments indicate that GPT-4-Turbo can successfully grasp the idea of the SyNET paper and convert the network requirements into the desired specifications. For example, the requirements “Traffic classified as R2\_N1 should be routed from R1 to R3, and then from R3 to R2, exclusively using the OSPF protocol” are interpreted and translated into the low-level specifications \(Fwd(R2\_N1, R1, R3, \text{ospf})\) and \(Fwd(R2\_N1, R3, R2, \text{ospf})\), respectively. However, we observed that GPT-4-Turbo could generate some constraints differently from the expected ones. This is due to a mismatch between the SyNET paper and its actual software implementation (see Appendix C). This again confirms the importance of providing LLMs with up-to-date technical documentation (see §3.4). Furthermore, the translation process could require some human involvement if the generated configurations contain errors (see P3).

5 CONCLUSION
ML-based approaches have been investigated for automatically generating code from natural language. The rise of LLMs, such as GPT-4, has provided a means to develop AI-assisted tools. While multiple benchmarks & datasets have been proposed to evaluate LLMs capabilities for different tasks such as programming, the same phenomenon has not yet taken place in the networking community. In this paper, we presented a benchmark suite to efficiently examine various LLMs capabilities to improve the tasks of network configuration. Additionally, we propose two functional prototypes to deploy LLMs for network configuration. Our main takeaway is that LLMs can dramatically simplify and automate complex network management tasks. We hope our work motivates more research on employing AI techniques on network management tasks. Future iterations of our benchmark could \(i\) enhance complexity by incorporating additional policies, implementing more sophisticated and distributed routing algorithms, and creating advanced configuration generation tasks; and \(ii\) explore the impact of different task decomposition strategies or applying LLMs in network policy mining. Furthermore, it would be beneficial to organize a study involving small network operators and systematically evaluate the advantages and improvements in network management achieved through the utilization of LLM-based systems.
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A SUPPLEMENTARY MATERIAL FOR CODE GENERATION

This section provides supplementary material for code generation experiments; see Listing 3, Listing 4, and Figure 10.

Listing 3. An example of algorithmic instructions to generate a code for finding the shortest paths.

Instructions for finding the shortest path:
(1) Construct a graph from the topology;
(2) Identify the unidirectional host pairs;
(3) Find all possible paths for each host pair, and rank the paths according to their length;
(4) Pick the path that strictly satisfies all the requirements related to the switches – if no path is found, set the path to empty;
(5) Return final routing paths for all host pairs.

Fig. 10. The results of code generation using GPT-4.
Listing 4. An example of a successfully generated code for the shortest path policy.

```python
def compute_routing_paths(topo, requirements=None):
    import itertools
    import networkx as nx
    # Construct a network graph from the topology
    G = nx.Graph()
    for device, connections in topo.items():
        for port, lan in connections.items():
            G.add_edge(device, lan)

    # Identify the unidirectional host pairs based on the network topology
    hosts = [device for device in topo.keys() if device.startswith('h')]
    host_pairs = list(itertools.permutations(hosts, 2))

    # For each host pair, find all possible paths
    paths = {}
    for host1, host2 in host_pairs:
        all_paths = list(nx.all_simple_paths(G, source=host1, target=host2))
        all_paths.sort(key=len)  # sort paths from shortest to longest
        # For each pair, pick the shortest path satisfying the requirements
        for path in all_paths:
            switches_in_path = [node for node in path if node.startswith('s')]

            # Check reachability requirements
            if not all(host2 in requirements.get('reachability', {}).get(switch, []) for switch in switches_in_path):
                continue
            shortest_path = path
            break
        else:
            shortest_path = []  # no path found

        shortest_path = [node for node in shortest_path if node.startswith('s')]
        shortest_path = [node for node in shortest_path if node.startswith('h')]  # or node.startswith('s')]

        if host1 not in paths:
            paths[host1] = {}
        paths[host1][host2] = shortest_path

    return paths
```

B ECMP LOAD BALANCE FOR P4-ENABLED SWITCHES

In this scenario, we show an example of ECMP load balancing via P4-enabled switches based on our proposed network generator. It receives the same information as input, and the data plane program implements ECMP (see Figure 11).

Step 1 We assume a new operator states the following requirements: h1 should send traffic to h2 through 4 different paths. Our LLM-based system converts them into a formal specification.

Step 2 The system receives the formal specification and the network topology to generate multiple forwarding paths. Our prototype interacts with GPT-4-Turbo to generate the corresponding load balancing algorithm, as described in §3.3.
Step 3 The multiple forwarding paths generated by Step 2 are fed into GPT-4-Turbo, along with other required information. The LLM will then generate the corresponding P4 table entries. In s1, the flow 5-tuple identifier will be hashed and the packet will be sent to the appropriate output port.

C MISMATCH BETWEEN SYNET PAPER AND REAL IMPLEMENTATION

The requirements “Traffic classified as R2_N1 should be routed from R1 to R3, and then from R3 to R2, exclusively using the OSPF protocol” will sometimes be translated by GPT-4-Turbo into low-level specifications Path(‘R2_N1’, ’R1’, [’R1’, ’R3’, ’R2’]), which is different from the expected answer Fwd(R2_N1, R1, R3, ospf), Fwd(R2_N1, R3, R2, ospf). However, this is due to a mismatch between the SyNET paper and its actual software implementation. The paper implies that a higher-level constraint Path(TC, R1, [R1, R2,..., Rn]) could be specified as conjunction over the Fwd(TC, Router, NextHop) constraint, and translation from the Path constraint to Fwd constraint could be supported in the backend to make it more user-friendly (i.e., users can write their requirements in a high-level way). However, the backend translation is not realized and the Path constraint is not supported in the real implementation. A similar problem arises when we ask explicitly for Fwd predicates. The translation answer will sometimes be Fwd(‘R2_N1’, ’R1’, ’R3’), Fwd(‘R2_N1’, ’R3’, ’R2’), as the implementation supports Path(TC, Fwd(TC, Router, NextHop, Protocol1)) format but the paper does not mention it. However, the wrong results generated above follow the format of the paper and are logically translated correctly.
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