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SDN holds promise
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Towards programmable legacy networks

Fibbing: control over IP
[SIGCOMM2015]

* centralized, SDN-like control

* backwards compatible
Inherent constraints

e destination-based (IP) routing

* limited network measurement capabilities



Our goal: Enhancing traditional TE

Traffic Engineering (TE)

* tuningrouting protocol parameters to optimize traffic flow
* traditional TE a notoriously cumbersome and inefficcient

Can we leverage SDN-like control to better TE?



Our goal: Enhancing traditional TE

Traffic Engineering (TE)

* tuningrouting protocol parameters to optimize traffic flow
* traditional TE a notoriously cumbersome and inefficcient

Can we leverage SDN-like control to better TE?

Compatible Oblivious Yet Optimized Traffic Engineering &

* anovelapproach to TE in legacy networks

e assumes limited/no knowledge about
prevailingtraffic demands

* significantly improves network performance



Motivating example

2 sources of traffic

a single destination

/\/
\/

all link capacities of 1




Motivating example:
two possible traffic scenarios

Only two possible demand matrices:

/ \ 2. onlys2»d=15
~.

all link capacitiesof 1



Motivating example:
two possible traffic scenarios

Only two possible demand matrices:

1. onlysi+d=1.5

1N
~.

all link capacitiesof 1



Motivating example
Traditional TE

Only two possible demand matrices:

link weights 1. onIy s1+»d=1.5

~,
NG 2. onlys2=>»d=1.5
1 | 17N
1
\ | / Traditional TE (with OSPF/ECMP):

e operator sets link weights

all link capacitiesof 1



Motivating example
Traditional TE

Only two possible demand matrices:

1. onlysi+d=1.5

/ \ 2. onlys2—»d=1.5
1 1
1
\ / Traditional TE (with OSPF/ECMP):

e operator sets link weights

. er-destination routin
all link capacitiesof 1 P &

shortest path DAG

|

directed acyclic graph



Motivating example
Traditional TE

Only two possible demand matrices:

1. onlysi+d=1.5

/ \ 2. onlys2—»d=1.5
1 1
1
\ / Traditional TE (with OSPF/ECMP):

e operator sets link weights
. r- ination routin

all link capacitiesof 1 per-destination routing
shortest path DAG e shortest paths DAGs

splitting ratio



Motivating example
Traditional TE

< 100% link

utilization

Only two possible demand matrices:
1. onlysi—»>d=1.5
2. onlys2—>»d=1.5

Traditional TE (with OSPF/ECMP):

e operator sets link weights

per-destination routing

shortest paths DAGs

equal-split



Motivating example
Traditional TE

1.5 150% link  Only two possible demand matrices:

é 1.5~ utilization! 1 oplys1»d=15
N
1/2 -2 | \

2. onlys2—»d=1.5
1

Traditional TE (with OSPF/ECMP):

*A / e operator sets link weights

per-destination routing

shortest paths DAGs

equal-split



Motivating example
Traditional TE

1.5 150% link  Only two possible demand matrices:

1.5 utilization! 9 oplys1 »d=1.5
1/2_ - NG

No link-weight assighement can attain

< 100% link utilization!

(for both demand matrices)

e per-destination routing
e shortest paths DAGs

e equal-split
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to configure:

* arbitrary per-destination DAGs

* arbitrary splitting ratios
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Motivating example
Better legacy-compatible TE

1.5 Only two possible demand matrices:
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to configure:

* arbitrary per-destination DAGs

* arbitrary splitting ratios
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Uncharted algorithmic space!

Algorithmic challenge:

Input: network topology +

set of possible demand matrices

Output: per-destination DAGs +

in-DAG splitting ratios that
optimize network performance (min. link utilization)

Relates to rich body of research on “oblivious routing” [Applegate02][Racke08],

but... Source-destination-based Destination-based
routing routing

Efficient (polytime) Intractable (NP-hard)

even for just two demand matrices, two sources, and a single destination!



COYOTE architecture

network topology +
possible traffic matrices

Phase 1 DAG construction

__TE problem
decomposition

Phase 2 traffic-splitting ratios calculation

MEI-IRM translation to (legacy) router configuration

optimized traffic flows



COYOTE: step-by-step

Phase 1. DAG construction
e Step 1. Generate shortest-path DAG (e.g., via
local search over link weights (amit2006])
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COYOTE: step-by-step

Phase 1. DAG construction

* Step 2. DAG augmentation

shortest path DAG



COYOTE: step-by-step

Phase 1. DAG construction
Phase 2. Trafficsplitting ratio calculation

Crucial: How to split traffic with traffic uncertainty?
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COYOTE: step-by-step

Phase 2. Trafficsplitting ratio calculation
e Step 1. Compute optimal in-DAG traffic-splitting ratios
» robust to traffic uncertainty
» leverages dualization theory and
mixed linear-geometric programming

N
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COYOTE: step-by-step

Phase 2. Trafficsplitting ratio calculation

e Step 2. Approximate splitting ratios [Nemeth2013]

— = =P shortest path DAG
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16 Internet backbone Rocketfuel topologies

e traffic uncertainty:
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See paper for

* results for path-stretch
e results for approximating splittingratios

e experiments with prototype implementation



Conclusions

approach to TE in legacy networks

* |everage SDN-like control

algorithmic framework

e NP-hard!

e dualizationtheory+ geometric programmingapproach

e significant in performance upon traditional TE

application of the SDN approach to legacy networks



COYOTE

novel approach to TE in legacy networks
novel algorithmic framework
significant improvements in performance upon traditional TE

important application of the SDN approach to legacy networks

That’s all folks!
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